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Abstract
We consider a system realized with one spinless quantum particle and an array
of N spins 1/2 in dimensions 1 and 3. We characterize all the Hamiltonians
obtained as point perturbations of assigned free dynamics in terms of some
generalized boundary conditions. For every boundary condition, we give
the explicit formula for the resolvent of the corresponding Hamiltonian. We
discuss the problem of locality and give two examples of spin-dependent point
potentials that could be of interest as multi-component solvable models.

PACS numbers: 03.65.Nk, 03.65.Yz

1. Introduction

Point interactions were introduced in the early days of quantum mechanics in order to describe
the low energy dynamics of a quantum particle subject to short-range forces, see, e.g., [9, 12,
17, 27]. The appearance of divergent terms in a formal perturbation scheme using delta-like
potentials was often bypassed considering only the first term in the expansion. Methods and
results of the application of this kind of potentials to the theory of neutron scattering by solids
and fluids can be found in [18].

The work of Berezin and Faddeev [8] at the beginning of the sixties opened the way
to a complete characterization of point interaction Hamiltonians in any dimension (for an
exhaustive review of what is currently known about these kind of solvable models, see e.g.
[4]). Few years later, Minlos and Faddeev [20] were the first to point out the difficulties to
extend zero-range interactions to systems of more than two particles. As an aside, we want to
mention that neither a definite way-out of this ultraviolet problem in non-relativistic quantum
mechanics nor a no-go theorem has been found yet. For this reason, the range of applicability
of point interactions remained limited to the framework of one-particle quantum mechanics.
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Nowadays there is a growing interest in multi-component quantum systems and in
particular in the study of the dynamics of a microscopic quantum system in interaction with a
quantum environment. The evolution of the entanglement system environment and the onset
of the transition to a more classical behaviour of the microscopic system as a consequence of
the interaction with the environment are the dynamical features under analysis.

In the following, making use of recent techniques in the theory of self-adjoint extensions
of symmetric operators, we construct models for the dynamics of one quantum particle in
interaction with any number of localized spins. In this way we are able to define simple, but
genuinely multi-component, quantum systems where conjectures and qualitative results in the
theory of quantum open systems can, in principle, be rigorously approached.

For the sake of simplicity, we examine systems consisting of one spinless particle in
interaction with localized 1/2 spins (in units where h̄ = 1). Physical phenomenology would
suggest considering the particle with spin and a spin–spin interaction conserving the total
spin. It is easy to convince oneself that, in the latter case, inside each channel characterized
by a fixed value of the total spin, the dynamics would be described by some Hamiltonian
of the type we consider here, possibly relative to a value of the spin larger than 1/2. Few
examples of such Hamiltonians were already heuristically found and used to study different
problems, e.g., the spin-dependent scattering [18] or the interaction of one quantum particle
with one or (several) quantum dots [7] (see also [19] for one example in two dimensions). The
straightforward generalization to higher values of the spin will not be given here.

In section 2, we introduce some notation and define the free quantum dynamics for the
particle and the spins. In section 3, we state and prove our main results: we give a complete
characterization of all zero-range perturbations of the free dynamics in dimensions 1 and 3.
At the end of section 3, we discuss with more detail two examples of spin-dependent point
interactions that, in our opinion, are of interest as non-trivial solvable models. In order to
make clearer our formulae, the resolvent in the simple case of N = 1 and d = 3 is written in
an extended form. A section of conclusions follows.

2. Some notation and the free dynamics

In this section, we define the state space for a quantum system consisting of one particle and
an array of N spins. Moreover we introduce some notation and define the non-interacting
Hamiltonian H.

We will consider here the case of spin 1/2. The state of each spin placed in a fixed
position of space is represented by a unitary vector in C

2.
Consider the first Pauli matrix, σ̂

(1)
j , where the index j = 1, . . . , N indicates that such

an operator refers to the j th spin. We indicate with χσj
the normalized eigenvector of the

operator σ̂
(1)
j with eigenvalue σj = ±1

σ̂
(1)
j χσj

= σjχσj
σj = ±1; ∥∥χσj

∥∥
C2 = 1, j = 1, . . . , N. (1)

With this notation the state of the j th spin can be written as the linear superposition
ajχ+ + bjχ−, with aj , bj ∈ C and |aj |2 + |bj |2 = 1.

The natural Hilbert space for the description of a system of one particle in dimension d
and N spins 1/2 is then

H = L2(Rd) ⊗ SN, (2)

where

SN =
N︷ ︸︸ ︷

C
2 ⊗ · · · ⊗ C

2. (3)
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In this paper we will consider only the cases d = 1, 3. We indicate with a capital Greek
letter a generic vector in H.

Let us define Xσ = χσ1 ⊗ · · · ⊗ χσN
, where σ is the N-dimensional vector σ =

(σ1, . . . , σN). Trivially Xσ ∈ SN, ‖Xσ ‖SN
= 1 and the following decomposition formula

holds:

� =
∑

σ

ψσ ⊗ Xσ � ∈ H, (4)

where the sum runs over all the possible configurations of the vector σ while ψσ ∈ L2(Rd)∀ σ

is referred to as the wavefunction component of the state �. The choice of Xσ as basis of SN

is arbitrary; we consider the basis of eigenvectors of σ̂
(1)
j according to what will be our choice

for the free Hamiltonian.
The scalar product in H is defined in a natural way by

〈�,�〉 =
∑

σ

(ψσ , φσ )L2 �,� ∈ H. (5)

Consider the operator in SN

Sj =
N︷ ︸︸ ︷

IC2 ⊗ · · · ⊗ σ̂
(1)
j ⊗ · · · ⊗ IC2 j = 1, . . . , N. (6)

Vectors Xσ are eigenvectors of Sj :

SjXσ = σjXσ j = 1, . . . , N. (7)

The following operator is self-adjoint in H:

D(H) = H 2(Rd) ⊗ SN (8)

H = − h̄2

2m
� ⊗ ISN

+
N∑

j=1

IL2 ⊗ αj Sj αj ∈ R. (9)

Here H 2(Rd) indicates the standard Sobolev space of functions in L2(Rd), with first and
second generalized derivatives in L2(Rd). m indicates the mass of the particle and αj are real
constants with the dimension of an energy. The operator H defines the free Hamiltonian. In
the following, we will fix h̄ = 1 and 2m = 1.

By using the decomposition formula (4), it is easily seen that the action of H on vectors
in its domain is given by

H� =
∑

σ

(−� + α σ)ψσ ⊗ Xσ � ∈ H, (10)

where α is the N-dimensional real vector (α1, . . . , αN) and α σ = ∑N
j=1 αjσj .

The resolvent of H,R(z) = (H − z)−1, is

R(z)� =
∑

σ

(−� − z + α σ)−1ψσ ⊗ Xσ � ∈ H; z ∈ ρ(H), (11)

where ρ(H) indicates the resolvent set of H. We indicate with Gw(x − x ′) the integral kernel
of the operator (−� − w)−1. Its explicit expression is well known and reads

Gw(x) =




i
ei

√
w|x|

2
√

w
d = 1

ei
√

w|x|

4π |x| d = 3

w ∈ C\R
+; Im(

√
w) > 0. (12)
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From the spectral properties of the operator −�, with domain D(−�) = H 2(Rd), it is easily
seen that the spectrum of H is only absolutely continuous, in particular

σpp(H) = ∅; σess(H) = σac(H) = [µ,∞), µ = min
σ

(α σ). (13)

The solution of the Schrödinger equation

i
d

dt
�t = H�t, (14)

with initial datum

�t=0 = �0 =
∑

σ

ψ0
σ ⊗ Xσ �0 ∈ H, (15)

is formally written as e−itH �0. By using the property of the Laplace transform L−1(L(f )

(· + s))(τ ) = e′sτ f (τ ), we obtain the strongly continuous unitary group e−itH (see, e.g.,
Th. VIII.7 [24])

�t = e−iHt�0 =
∑

σ

Utψ0
σ ⊗ e−iα σ tXσ , (16)

where Ut : L2(Rd) → L2(Rd) is the generator of the free dynamics for one particle in d
dimensions

(Utf )(x) = 1

(4π it)d/2

∫
Rd

ei |x−x′ |2
4t f (x ′) dx ′. (17)

The Hamiltonian H does not give rise to any interaction among the particle and the spins
and of the spins among themselves.

3. Point perturbations of H

In this section we use the theory of self-adjoint extensions of symmetric operators to derive
the whole family of Hamiltonians that coincide with H on functions whose support does not
contain the set of points where the spins are placed (for an introduction to the standard von
Neumann’s theory of self-adjoint extensions of symmetric operators, see e.g. [3, 25]).

Let us indicate with Y the set {y1, . . . , yN }, where yj ∈ R
d indicates the position of the

j th spin 1/2. Consider the symmetric operator on H

D(H0) = C∞
0 (Rd\Y ) ⊗ SN (18)

H0 = −� ⊗ ISN
+

N∑
j=1

IL2 ⊗ αj Sj αj ∈ R. (19)

Let Kz(H0) = Ker[H ∗
0 − z] with Im(z) �= 0, where ∗ indicates the adjoint. To evaluate the

deficiency indices of H0, n+(H0) = dim[Ki] and n−(H0) = dim[K−i], we have to find all the
independent solutions of the equation

(H ∗
0 − z)�z = 0 z ∈ C\R; �z ∈ D(H ∗

0 ). (20)

Define �z = ∑
σ φz

σ ⊗ Xσ , then equation (20) is equivalent to(
φz

σ , (−� − z̄ + α σ)ψ
)
L2 = 0 φz

σ ∈ L2(Rd); ∀ψ ∈ C∞
0 (Rd\Y ); z ∈ C\R. (21)
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The independent solutions of (20) in H are{
�z

0jσ = Gz−α σ (· − yj ) ⊗ Xσ

�z
1jσ = (Gz−α σ )′(· − yj ) ⊗ Xσ

z ∈ C\R d = 1 (22)

�z
jσ = Gz−α σ (· − yj ) ⊗ Xσ z ∈ C\R d = 3, (23)

where Gw(x),w ∈ C\R
+, is defined in (12).

(Gw)′ indicates the first derivative of Gw with respect to x

(Gw)′(x) = −sgn(x)
ei

√
w|x|

2
w ∈ C\R

+; Im(
√

w) > 0 d = 1. (24)

Since the index σ runs over 2N distinct configurations and j = 1, . . . , N , for d = 1 the
deficiency indices are n+ = n− = N2N+1 while for d = 3 one has n+ = n− = N2N . Von
Neumann’s theory ensures that self-adjoint extensions of H0 exist and they are parametrized
by the unitary applications between Ki and K−i . Accordingly, the family of operators which
are self-adjoint extensions of H0 is characterized by (N2N+1)2 real parameters for d = 1 and
by (N2N)2 real parameters for d = 3.

Let us denote with H U the self-adjoint extension of H0 corresponding, via the von
Neumann’s formula, to the unitary application U : Ki(H0) → K−i (H0). In general, given U ,
it is not easy to obtain any information about the resolvent of H U and the behaviour of the
wavefunction component of the generic vector � ∈ D(H U ) in the points yj .

Since we want to stress the relation between a given self-adjoint operator and the coupling
between the wavefunction and the spin placed in yj , we characterize the self-adjoint extensions
in terms of some generalized boundary conditions satisfied by the wavefunction component
of the vector �.

As was shown in [13] there is a one-to-one correspondence between the self-adjoint
extensions of a given symmetric operator H0 and the self-adjoint linear relations on C

m, where
m = n+(H0) = n−(H0). Moreover, in [6] (see also [22]) it was shown, in a very general
setting, that a generalized Krein’s formula for the resolvent exists. Such a formula explicitly
gives the resolvent of a self-adjoint extension of a given symmetric operator in terms of
the parameters characterizing the boundary conditions satisfied by the vectors in its domain.
Moreover the generalized formula for the resolvent given in [6, 22] avoids the problem of
finding the maximal common part of two extensions.

In this paper we use the results of [6, 22] to obtain a complete characterization in terms of
generalized boundary conditions of all the self-adjoint extensions of the operator H0. Moreover
we explicitly give a formula for the resolvent of each self-adjoint extension of H0.

Let use introduce the following notation. With µ we indicate the multi-index µ = (pjσ)

for d = 1 and µ = (jσ ) for d = 3. Indices p, p′, p′′, etc always assume the values 0 and 1.
Indices j, j ′ and so on run over 1, . . . , N . With σ , σ ′, etc, we indicate N-dimensional vectors,
e.g., (σ1, . . . , σN) where σj = ±1. As an example with this notation, the vectors in H defined
by (22) and (23) are shortly referred to as �z

µ.
In the following, δi,j indicates the Kronecker symbol

δi,j =
{

1 i = j

0 i �= j ; (25)

moreover

δσ,σ ′ = δσ1,σ
′
1
. . . δσN ,σ ′

N
. (26)

Given two m × m matrices A and B, (A|B) indicates the m × 2m block matrix with the
first m columns given by the columns of A and the second m’s given by the columns of B.
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Theorem 1. (d = 1) Define the operator

D(HAB) =
{
� =

∑
σ

ψσ ⊗ Xσ ∈ H|ψσ ∈ H 2(R\Y )∀ σ ;
∑
µ′

Aµ,µ′qµ′ =
∑
µ′

Bµ,µ′fµ′ ; (27)

q0jσ = ψ ′
σ (y−

j ) − ψ ′
σ

(
y+

j

)
, q1jσ = ψσ (y−

j ) − ψσ

(
y+

j

)
, (28)

fpjσ = (−)p
ψ

(p)
σ

(
y+

j

)
+ ψ

(p)
σ (y−

j )

2
, (29)

AB∗ = BA∗, (A|B) of maximal rank N2N+1

}
(30)

HAB� =
∑

σ

(−� + α σ)ψσ ⊗ Xσ αj ∈ R, x ∈ R\Y. (31)

HAB is self-adjoint and its resolvent, RAB(z) = (HAB − z)−1, is given by

RAB(z) = R(z) +
∑

µ,µ′,µ′′
((
AB(z))−1)µ,µ′Bµ′,µ′′

〈
�z̄

µ′′ , ·
〉
�z

µ z ∈ ρ(HAB), (32)

where 
AB(z) is the N2N+1 × N2N+1 matrix defined as


AB(z) = B
(z) + A (33)

with
(
(z))pjσ ,p′j ′σ ′ = 0 σ �= σ ′

(
(z))pjσ ,p′jσ = 0 p �= p′

(
(z))0jσ ,0j ′σ = −Gz−α σ (yj − yj ′)

(
(z))1jσ ,1j ′σ = −(z − α σ)Gz−α σ (yj − yj ′)

(
(z))1jσ ,0j ′σ = (Gz−α σ )′(yj − yj ′) j �= j ′

(
(z))0jσ ,1j ′σ = −(Gz−α σ )′(yj − yj ′) j �= j ′.

(34)

Functions Gw(x) and (Gw)′(x) are defined in (12) and (24), respectively.

Proof. Define two linear applications � : D(H ∗
0 ) → C

m and �̃ : D(H ∗
0 ) → C

m, with m =
N2N+1. � defines the charges qµ in (28) by

qµ = (��)µ µ = (pjσ); � =
∑

σ

ψσ ⊗ Xσ ∈ D(H ∗
0 ). (35)

�̃ defines fµ in (29)

fµ = (�̃�)µ µ = (pjσ); � =
∑

σ

ψσ ⊗ Xσ ∈ D(H∗
′ ). (36)

The linear functionals � and �̃ correspond to 
1 and 
2 defined in [6]. Integrating by parts,
it follows that

〈�1,H
∗
0 �2〉 − 〈H ∗

0 �1, �2〉 =
∑

µ

[(��1)µ(�̃�2)µ − (�̃�1)µ(��2)µ] (37)

for all �1, �2 ∈ D(H ∗
0 ). Moreover � and �̃ are surjective; this implies that the triple

(Cm,�, �̃) is a boundary value space for H0, see e.g. [13]. Then from theorem 3.1.6 in [13]
we obtain that all the self-adjoint extensions of H0 correspond to the restrictions of H ∗

0 on
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vectors � satisfying∑
µ′

Aµ,µ′(��)µ′ =
∑
µ′

Bµ,µ′(�̃�)µ′ , (38)

where Aµ,µ′ and Bµ,µ′ are two N2N+1 matrices satisfying AB∗ = BA∗ (AB∗ Hermitian) and
(A|B) with maximal rank N2N+1. This proves that the operators HAB are self-adjoint.

We use the proposition proved in [6] (see also theorem 10 in [22]) to write down the
resolvent of HAB .

Define γz : C
m → Kz in the following way: γz = (�|Kz)

−1. The action of γz on a vector
a ∈ C

m is given by

γza =
∑

µ

aµ�z
µ, (39)

where �z
µ is defined in (22). In fact,(

��z
p′j ′σ ′

)
pjσ

= δσ,σ ′δj,j ′δp,p′ [(Gz−α σ )′(0−) − (Gz−α σ )′(0+)] = δσ,σ ′δj,j ′δp,p′ . (40)

The adjoint of γz, γ
∗
z : H → C

m is defined by

(γ ∗
z �)µ = 〈

�z
µ,�

〉; (41)

in fact

〈�, γza〉 =
∑
pjσ

apjσ (ψσ (·), (Gz−α σ )(p)(· − yj ))L2 =
∑
pjσ

(γ ∗
z �)

pjσ
apjσ . (42)

By straightforward calculations, it is possible to show that the matrix 
(z) = −�̃γz coincides
with the definition given in (34). From the definition of the domain of HAB , it follows that
the free Hamiltonian H is the self-adjoint extension of H0 corresponding to the choice A = 1
and B = 0. Then γz and 
(z) are analytic for z ∈ ρ(H), and

(
(z))µ,µ′ − (
(w))µ,µ′ = (w − z)
〈
�z̄

µ,�w
µ′

〉
z,w ∈ ρ(H). (43)

Making use of the result stated in [6] (see also theorem 10 in [22]), we obtain that for all
z ∈ ρ(H) ∩ ρ(HAB) the resolvent formula (32) holds. Since the resolvent of HAB is a finite
rank perturbation of the resolvent of H, we have σess(H

AB) = σess(H) = σ(H) (see, e.g.,
[5]), and ρ(H) ∩ ρ(HAB) = ρ(HAB). �

An analogous theorem holds in the three-dimensional case.

Theorem 2. (d = 3) Define the operator

D(HAB) =
{
� =

∑
σ

ψσ ⊗ Xσ ∈ H|� = �z +
∑

µ

qµ�z
µ;

�z ∈ D(H); z ∈ ρ(HAB);∑
µ′

Aµ,µ′qµ′ =
∑
µ′

Bµ,µ′fµ′ ; (44)

qjσ = lim
|x−yj |→0

4π |x − yj |ψσ (x), (45)

fjσ = lim
|x−yj |→0

[
ψσ (x) − qjσ

4π |x − yj |
]

, (46)

AB∗ = BA∗, (A|B) of maximal rank N2N

}
(47)
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HAB� = H�z + z
∑
j,σ

qjσ �z
jσ � ∈ D(HAB). (48)

HAB is self-adjoint and its resolvent, RAB(z) = (HAB − z)−1, is given by

RAB(z) = R(z) +
∑

µ,µ′,µ′′
((
AB(z))−1)µ,µ′Bµ′,µ′′

〈
�z̄

µ′′ , ·
〉
�z

µ z ∈ ρ(HAB), (49)

where 
AB(z) is the N2N × N2N matrix defined as


AB(z) = B
(z) + A. (50)

with

(
(z))jσ ,j ′σ ′ = 0 σ �= σ ′

(
(z))jσ ,jσ =
√

z − α σ

4π i
(
(z))jσ ,j ′σ = −Gz−α σ (yj − yj ′) j �= j ′.

(51)

The function Gw(x) is defined in (12).

Proof. The proof of the self-adjointness of HAB is basically the same as in the one-dimensional
case. Two linear, surjective applications �, �̃ : D(H ∗

0 ) → C
m, define the charges qjσ and

the values fjσ as was done in the one-dimensional case, see (35) and (36). The von Neumann
decomposition formula (see, e.g., [25]) gives the following expression for the generic vector
in D(H ∗

0 ):

� = �0 +
∑

µ

(
aµ�i

µ + bµ�−i
µ

)
aµ, bµ ∈ C;�0 ∈ D(H0) (52)

with �±i
µ as in (23). The action of H ∗

0 on its domain can be written as

H ∗
0 � = H0�0 + i

∑
µ

(
aµ�i

µ − bµ�−i
µ

)
aµ, bµ ∈ C;�0 ∈ D(H0). (53)

By using the symmetry of H0 it is easily proved that, given �1, �2 ∈ D(H ∗
0 ) such that

�k = �k,0 +
∑

µ

(
ak,µ�i

µ + bk,µ�−i
µ

)
ak,µ, bk,µ ∈ C;�k,0 ∈ D(H0), k = 1, 2,

(54)

the following relation holds:

〈�1,H
∗
0 �2〉 − 〈H ∗

0 �1, �2〉
= 2i

∑
j,j ′,σ

(ā1,jσ a2,j ′σ − b̄1,jσ b2,j ′σ )(Gi−α σ (· − yj ),G
i−α σ (· − yj ′))L2 . (55)

On the other hand,

(��k)µ = qk,µ = ak,µ + bk,µ, k = 1, 2 (56)

and

(�̃�k)jσ = fk,jσ = i

(
ak,jσ

√
i − α σ

4π
+ bk,jσ

√−i − α σ

4π

)
+

∑
j ′ �=j

(ak,j ′σGi−α σ (yj − yj ′) + bk,j ′σG−i−α σ (yj − yj ′)), k = 1, 2. (57)
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The right-hand side of relation (37) then reads∑
µ

[(��1)µ(�̃�2)µ − (�̃�1)µ(��2)µ]

= i

4π
(ā1,jσ a2,jσ − b̄1,jσ b2,jσ )(

√
i − α σ − √−i − α σ)

+
∑
j ′ �=j

(ā1,jσ a2,j ′σ − b̄1,jσ b2,j ′σ )(Gi−α σ (yj − yj ′) − G−i−α σ (yj − yj ′)). (58)

By using the resolvent identity on (Gi−α σ (·−yj ),G
i−α σ (·−yj ′))L2 , for j �= j ′, and by direct

computation of ‖Gi−α σ‖2
L2 , it is shown that (55) and (58) coincide. Then, also for d = 3,

the triple (Cm,�, �̃) is a boundary value space and the restriction of H ∗
0 to vectors satisfying

(44) is self-adjoint; we indicate such a restriction with H̃AB . Assume that � ∈ H̃AB and that
it is written as in formula (52), posing

� = �z +
∑

µ

qµ�z
µ (59)

with

�z = �0 +
∑

µ

(
aµ�i

µ + bµ�−i
µ − qµ�z

)
, (60)

and noting that qµ = aµ + bµ, it follows that �z ∈ D(H) and that the action of H̃AB on its
domain is given by (48). Then HAB is self-adjoint.

Define γz : C
m → Kz as before: γz = (�|Kz)

−1. Analogous to the one-dimensional
case, given a vector a ∈ C

m, γza = ∑
µ aµ�z

µ (see theorem 3). Its adjoint is γ ∗
z : H →

C
m, (γ ∗

z �)µ = 〈
�z

µ,�
〉
. As in the one-dimensional case, it is possible to show that the

matrix 
(z) = −�̃γz coincides with the definition given in (51). The free Hamiltonian H
corresponds to the choice A = 1 and B = 0, and the resolvent formula (49) follows as in the
one-dimensional case. �

If the matrix B is invertible, the generalized Krein formula is easily reduced to the standard
formula with one matrix usually denoted with �, see [23].

The generalized boundary conditions of forms (27) and (44) include both local and non-
local interactions. In our setting, local means that the behaviour of the wavefunction in the
point yj depends only on the state of the spin placed in the point yj . The sub-family of local
Hamiltonians HAB , the only ones generally considered physically admissible, is obtained by
imposing some restrictions on the matrices A and B, i.e.

d = 1

Apjσ,p′j ′σ ′ = Bpjσ,p′j ′σ ′ = 0 ∀ j �= j ′

Apjσ,p′jσ ′ = Bpjσ,p′jσ ′ = 0 if for some k �= j, σk �= σ ′
k

Apjσ,p′jσ ′ = apjσj ,p′jσ ′
j
; Bpjσ,p′jσ ′ = bpjσj ,p′jσ ′

j
otherwise

(61)

d = 3

Ajσ,j ′σ ′ = Bjσ,j ′σ ′ = 0 ∀ j �= j ′

Ajσ,jσ ′ = Bjσ,jσ ′ = 0 if for some k �= j, σk �= σ ′
k

Ajσ,jσ ′ = ajσj ,jσ ′
j
; Bjσ,jσ ′ = bjσj ,jσ ′

j
otherwise,

(62)

where the (complex) constants apjσj ,p′jσ ′
j
, bpjσj ,p′jσ ′

j
(and ajσj ,jσ ′

j
, bjσj ,jσ ′

j
) are subjected to

restriction (30) (and (47)).
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We give the explicit form of two local Hamiltonians that we consider of special interest.

Example 1. δ-like interactions.
Consider the following choice for the matrices A and B:

d = 1 d = 3

apjσj ,p′jσ ′
j
= δp,p′δσj ,σ

′
j

ajσj ,jσ ′
j
= βjσj

δσj ,σ
′
j

b0jσj ,0jσ ′
j
= −2βjσj

δσj ,σ
′
j

bjσj ,jσ ′
j
= δσj ,σ

′
j

bpjσj ,p′jσ ′
j
= 0 for p �= 0 or p′ �= 0 with βjσj

∈ R

with βjσj
∈ R.

(63)

We indicate with Hδ the generic Hamiltonian in this sub-family of local interactions. For
d = 1, the wavefunction component of the generic state � ∈ D(Hδ) is continuous but with
discontinuous derivative, in particular the following boundary conditions hold:

ψσ

(
y+

j

) = ψσ (y−
j ) ≡ ψσ (yj ), ψ ′

σ

(
y+

j

) − ψ ′
σ (y−

j ) = βjσj
ψσ (yj ). (64)

For d = 3 the boundary conditions simply read

βjσj
qjσ = fjσ . (65)

Following a practice common in the literature (see [4] and references therein), we refer to
Hδ as δ-like interactions. We would like to stress that such boundary conditions are diagonal
in the spin variables. This means that the χ+ component of the j th spin affects only the
wavefunction component relative to the configuration of the spins with the j th one in the state
χ+. This implies that, given the initial state �t=0 = ψ0 ⊗ Xσ , the evolution generated by Hδ

gives �t = ψt ⊗ Xσ . Here ψt(x) = (
Ut

βψ0
)
(x), where Ut

β is a strongly continuous unitary
group in L2(Rd).

An analogous remark holds for all the boundary conditions that are diagonal in the
spin variables. While in dimension 3 they are only of the form given in the example, in
dimension 1 the family of self-adjoint boundary conditions is richer. Among them we recall
the ones corresponding to a δ′ coupling (see [4]), whose domain consists of discontinuous
wavefunctions with continuous derivative such that the jump of the wavefunction in yj is
proportional to the value of the first derivative in yj .

Example 2. Off-diagonal interactions.
Let us consider the local interactions defined by

d = 1 d = 3

apjσj ,p′jσ ′
j
= δp,p′δσj ,σ

′
j

ajσj ,jσ ′
j
= σj iβ̂jσj

(
1 − δσj ,σ

′
j

)
b0jσj ,0jσ ′

j
= −2σj iβ̂jσj

(
1 − δσj ,σ

′
j

)
bjσj ,jσ ′

j
= δσj ,σ

′
j

bpjσj ,p′jσ ′
j
= 0 for p �= 0 or p′ �= 0 with β̂jσj

∈ R

with β̂jσj
∈ R.

(66)

A simple calculation gives the corresponding boundary conditions. For d = 1

ψσ

(
y+

j

) = ψσ (y−
j ) ≡ ψσ (yj )

ψ ′
σ

(
y+

j

) − ψ ′
σ (y−

j ) = σj iβjσj
ψ(σ1...σ

′
j ...σN )(yj ) σ ′

j �= σj ,
(67)

and for d = 3

σj iβ̂jσj
qj (σ1...σ

′
j ...σN ) = fjσ σ ′

j �= σj . (68)
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The class of Hamiltonians proposed in this second example are the simplest off-diagonal ones.
The interaction with the particle induces the spins to evolve towards a superposition state also
when the initial state is such that every spin is in an eigenstate of σ̂

(1)
j , �t=0 = ψ0 ⊗ Xσ .

We regard as useful to give, at least in the simplest case of one spin, the explicit expression
of the resolvent of the Hamiltonians proposed in examples 1 and 2. This is done in the
following.

Example 3. One spin in dimension 3.
Let us consider the case of one spin in dimension 3 placed in the point y ∈ R

3. We
indicate with Rδ(z) the resolvent of the Hamiltonian Hδ defined in example 1 when N = 1.
The resolvent Rδ(z) can be written as

Rδ(z) =
[
Gz−α +

4π i√
z − α + 4π iβ+

Gz−α(· − y)Gz−α(y − ·)
]

⊗ (χ+, ·)C2χ+

+

[
Gz+α +

4π i√
z + α + 4π iβ−

Gz+α(· − y)Gz+α(y − ·)
]

⊗ (χ−, ·)C2χ−. (69)

The expressions in the square brackets are identical to the resolvent of the operator formally
written as ‘−� + βσ δy’ in dimension 3 (see [4]). Then all the results concerning the delta
potential in dimension 3 can be adapted to Hδ . Let us recall that the generator of the dynamics
can be formally written as e−iHδt = −L−1((Hδ − ·)−1)(−it), then due to the presence of the
projectors (χ+, ·)C2χ+ and (χ−, ·)C2χ− the dynamics generated by Hδ is factorized in the spin
components.

Let us indicate with Hod the Hamiltonian corresponding to the one defined in example 2,
in dimension 3 and with N = 1. Its resolvent can be explicitly written with the following
large formula:

Rod(z) = Gz−α ⊗ (χ+, ·)C2χ+ + Gz+α ⊗ (χ−, ·)C2χ−

− 4π i
√

z + α

(4π)2β̂+β̂−
√

z − α
√

z + α
Gz−α(· − y)Gz−α(y − ·) ⊗ (χ+, ·)C2χ+

− 4π i
√

z − α

(4π)2β̂+β̂−
√

z − α
√

z + α
Gz+α(· − y)Gz+α(y − ·) ⊗ (χ−, ·)C2χ−

− iβ̂+

(4π)2β̂+β̂−
√

z − α
√

z + α
Gz−α(· − y)Gz+α(y − ·) ⊗ (χ−, ·)C2χ+

+
iβ̂−

(4π)2β̂+β̂−
√

z − α
√

z + α
Gz+α(· − y)Gz−α(y − ·) ⊗ (χ+, ·)C2χ− + . (70)

The terms (χ−, ·)C2χ+ and (χ+, ·)C2χ− indicate that, in such a case, the dynamics cannot be
factorized in the spin components. Furthermore, there are not ‘ready to use’ formulae that can
be used to evaluate the spectrum or the propagator of Hod .

4. Conclusions

In the previous sections, we introduced a family of Hamiltonians describing the dynamics of
a quantum system consisting of one particle in interaction with an array of localized spins.

Different self-adjoint extensions of the free Hamiltonian correspond to different physical
models of interaction between the particle and the spins. In fact it is possible to characterize
particular sub-families of extensions according to different features of the dynamics they
generate.
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In example 1, we identified the sub-family of δ-like Hamiltonians. While the spin
dynamics is unaffected by the interaction, the particle ‘feels’ zero-range forces whose strength
depends on the value of some spin component of the localized spin. Those interaction models
are a rigorous version of the spin-dependent delta potentials that have been one of the main
tools in the description of neutron scattering by condensed matter [18].

Our current aim is to build up simple models for a quantum measurement apparatus
detecting ‘the trajectory’ of a quantum particle. Mott first considered this problem in a
seminal paper [21]. He was looking for an explanation of the appearance of sharp classical-
like tracks in particle detectors in high energy physics experiments. Mott’s paper remained
almost unnoticed till the second half of the last century when a renewed interest in the
measurement problem showed up in the community of theoretical physicists. Since that time
the possibility of understanding at least some qualitative features of the measurement process
thoroughly inside the framework of quantum mechanics, without relying on any ‘reduction of
the wave packet’ postulate, has been matter of debate in fundamental and applied theoretical
physics (see, e.g., [1, 2, 10, 11, 15, 16]).

The first attempt to analyse, in a simple setting, the dynamics of a quantum particle
interacting with a many-body quantum system is due to Hepp ([14], see also [26] for recent
results on the subject) . He defined a one-dimensional model (often referred to as the Coleman–
Hepp model) of a quantum measurement apparatus suitable for the measure of the spin of
a particle through its interaction with an array of localized spins. In order to simplify the
treatment, the particle wavefunction was supposed to translate with constant velocity according
to free non-dispersive dynamics. It is worth mentioning that the Hamiltonians described in
example 1 might be used to define a completely quantum Coleman–Hepp model.

Following the original idea of Mott we started to analyse models similar to the one
described by Hepp, where the dynamics of the spins is significantly affected by the particle
wavefunction. The Hamiltonians described in example 2 make available a solvable model
where rigorous results on the dynamics of a quantum particle in (a simplified version of) a
particle detector might be obtained.
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